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Abstract
Fact-checking and warnings of misinformation are increasingly salient and preva-
lent components of modern news media and political communications. While many 
warnings about political misinformation are valid and enable people to reject mis-
leading information, the quality and validity of misinformation warnings can vary 
widely. Replicating and extending research from the fields of social cognition and 
forensic psychology, we find evidence that valid retrospective warnings of mislead-
ing news can help individuals discard erroneous information, although the correc-
tions are weak. However, when informative news is wrongly labeled as inaccurate, 
these false warnings reduce the news’ credibility. Invalid misinformation warnings 
taint the truth, lead individuals to discard authentic information, and impede politi-
cal memory. As only a few studies on the tainted truth effect exist, our research helps 
to illuminate the less explored dark side of misinformation warnings. Our findings 
suggest general warnings of misinformation should be avoided as indiscriminate use 
can reduce the credibility of valid news sources and lead individuals to discard use-
ful information.
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“O, what a tangled web we weave when first we practice to deceive.”
Walter Scott, Marmion

Introduction

Warnings of misinformation are an increasingly common feature of American politi-
cal communication. The spread of misleading news through social media platforms 
during the 2016 U.S. election season provoked widespread discussions of and warn-
ings about political misinformation (Allcott and Gentzkow 2017; Frankovic 2016; 
Guess et al. 2018a, b; Nyhan 2019; Silverman 2016; Silverman et al. 2016; Silverman 
and Singer-Vine 2016). In the months prior to the 2016 general election, one in four 
Americans read a fact-checking article from a national fact-checking website (Guess 
et al. 2018b, p. 10). Fact-checking organization growth accelerated in the early 2000s, 
and the number of fact-checking outlets continues to increase in the U.S. and around 
the world (Graves 2016; Graves et al. 2016; Spivak 2010; Stencel 2019). Due to the 
increased salience of political misinformation and rise of fact-checking organizations, 
people often encounter warnings regarding misinformation, but the quality and verac-
ity of these warnings can vary considerably. In this article, we evaluate how inva-
lid warnings of misinformation can lead people to distrust the information’s source, 
cause people to discard accurate information, and ultimately impede memory.

Valid warnings of misinformation tend to originate from professional third-
party organizations, target information that is actually misleading, and reduce the 
spread and acceptance of misinformation. For example, FactCheck.org, PolitiFact, 
and the Washington Post’s Fact Checker are all organizations that investigate the 
veracity of claims made by political figures and news organizations, operate year-
round, and view themselves as a distinct professional cohort within journalism 
guided by rules and norms (Graves 2016). Warnings originating from these organi-
zations tend to be precise and issued neutrally.1 Other institutions, such as Face-
book, also devote resources to counteract false news through critical changes to 
algorithms and various policies. Working to retain users’ trust and confidence in 
their site, Facebook’s warnings of misinformation often seek to correctly identify 
and reduce the spread of actual misinformation, although these efforts have recently 
excluded the direct speech of politicians (Funke 2019; Kang 2019; Mosseri 2017).2 

1  For examples of high quality misinformation warnings see Cook and Lewandowsky (2011) and Nyhan 
and Reifler (2012).
2  It is arguable that the validity of Facebook and other organizations’ fact-checking efforts also vary, 
especially in early stages of development. In the immediate months following the 2016 election, Face-
book collaborated with fact-checking organizations, flagged false news as “Disputed,” and warned peo-
ple of the status before they attempted to share the article. These “Disputed” tags were later replaced 
by a policy in which people viewing popular links were instead shown a series of “Related Articles” 
that included both misinformation and third-party fact-checker articles (Allcott et al. 2019, Appendix 4). 
Since 2016, Facebook’s general strategy has been to “remove, reduce, and inform” (Lyons 2018a), and 
the organization continues to update and revise their approach to misinformation, drawing on machine 
learning tools and expanding fact-check efforts to photos and videos (Lyons 2018b). However, Facebook 
has recently taken a more hands-off approach to claims or statements made by politicians on their Face-
book Page, an ad, or their website. These statements are considered direct speech and ineligible for third-
party fact checking program (Kang 2019).
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Irrespective of the source of a warning, the main criterion of whether or not a warn-
ing is valid is if it correctly targets misinformation and efficiently counters the 
effects of misinformation.

In contrast, less valid or invalid misinformation warnings are biased and ineffi-
cient. First, warnings of misinformation are biased when they target factual informa-
tion rather than misinformation. Bias may be inadvertent but some misinformation 
warnings are intentionally designed to discredit information. Strategic elites may 
issue warnings of misinformation against news that is factually correct but unfavora-
ble. Recently, the term “fake news,” has been used by politicians and pundits around 
the world to discount news reports and organizations they find disagreeable in order 
to control political news and shape public opinion (Tandoc Jr. et al. 2018; Wardle 
and Derakhshan 2017; Wong 2019).

Second, warnings of misinformation may be less valid because their effects are 
inefficient and imprecise. In the U.S., President Donald Trump frequently uses the 
term “fake news” in tweets referencing the mainstream news media, especially 
in reaction to critical coverage or investigative reporting (Sugars 2019). These 
and other warnings of misinformation employed by President Trump are often so 
broadly construed that they could potentially target both misleading and accurate 
news (Grynbaum 2019a, b). For example, on March 28, 2019, President Donald 
Trump wrote “The Fake News Media is going Crazy! They are suffering a major 
“breakdown,” have ZERO credibility or respect, & must be thinking about going 
legit. I have learned to live with Fake News, which has never been more corrupt than 
it is right now. Someday, I will tell you the secret!”3

While clumsy warnings may be able to counter misinformation, they are less 
valid because they often incur high unintended casualties. For example, in contrast 
to warnings that identify specific misleading facts, Clayton et  al. (2019) find that 
general warnings of misinformation shown to people before news exposure reduce 
the perceived accuracy of both real and false news headlines. Mistrust and rejection 
of news is beneficial when that news is misleading, but when the mistrust and rejec-
tion spills over to real news, the potential drawbacks of misinformation warnings 
become apparent.

Pennycook and Rand (2017) also uncover other drawbacks of misinformation 
warnings. An “implied truth effect” emerges when some, but not all, false stories are 
tagged as misinformation. Those false stories which fail to get tagged are considered 
validated and seen as more accurate. Even legitimate misinformation warnings, if 
not fully deployed, can enhance the effects of misinformation in the larger system. 
Sophisticated organizations seek to employ nuanced and specific fact-checking tech-
niques, but less valid warnings of misinformation continue to be used by both politi-
cal elites and in broad public conversations on misinformation and the news media. 
Consequently, it is very important that we continue to investigate both the positive 
and negative effects of misinformation warnings in the realm of news media and 
political communications.

3  Accessed June 8, 2019 at https​://twitt​er.com/reald​onald​trump​/statu​s/11112​09625​82564​0448.

https://twitter.com/realdonaldtrump/status/1111209625825640448
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In this study, we investigate the potentially negative side effects of invalid, retro-
spective4 misinformation warnings. To do this, we replicate and expand a relatively 
understudied area of research traditionally applied to the area of eyewitness testi-
mony in the field of social cognition. Specifically, we investigate the tainted truth 
effect, which proposes that misdirected warnings of post-event misinformation can 
disadvantage memory of an original event by discrediting factual information and 
causing it to be discarded at the time of memory assessment (Echterhoff et al. 2007; 
Szpitalak and Polczyk 2011).

Drawing on Szpitalak and Polczyk’s (2011) study on the tainted truth effect, we 
replicate and extend their three primary research questions to a political context. We 
first ask, after viewing a political event, how does later exposure to information and 
misinformation in a news article describing the event alter individuals’ memory and 
recognition of the details from the original event? Second, when individuals are ret-
rospectively exposed to a valid warning that the news article contained misinforma-
tion, are they able to discard the misinformation and remember the correct original 
event information? Third, do people discard accurate data when exposed to an inva-
lid warning of misinformation? While all three research questions work together to 
build a picture of individual memory and information processing, the third question 
regarding the potential drawbacks of misinformation warnings, formally referred to 
as the tainted truth effect, is the focus of our research. Finally, building on Szpita-
lak and Polczyk’s three primary questions, we also consider the mechanisms and 
nuances of misinformation warnings, that is, how these warnings influence the cred-
ibility of the warning’s target and the certainty of memory.

From these questions, we derive a series of particular expectations. First, in the 
absence of a misinformation warning, we expect that individuals’ memories of 
the original event will be strongly influenced by a post-event description, that is, a 
related news article. Receiving misleading (or accurate) post-event descriptions in 
a news article will decrease (or increase) respondents’ ability to recognize original 
event details.

Hypothesis 1a (Misinformation Effect)  Exposure to misleading information in a 
post-event description is expected to reduce memory recognition of the original 
event.

Hypotheses 1b (Information Effect)  Exposure to accurate information in the post-
event description is expected  to increase the memory recognition of the original 
event details.

Second, respondents who are exposed to misinformation in the news article but 
are later warned about misleading information should recognize original event 

4  Retrospective warnings are warnings presented to an individual after misinformation exposure [see 
Blank and Launay (2014) for a review]. Echterhoff et  al. (2007) recommend research on retrospective 
warnings of misinformation. These scholars argue retrospective warnings are more likely to mirror real 
life situations given the difficulty in identifying misinformation and warning people prior to exposure.
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details and misinformation better than respondents who were exposed to misinfor-
mation without a warning.

Hypothesis 2a (Warning and the Memory Performance)  Exposure to a valid ret-
rospective misinformation warning will increase the ability to correctly recognize 
original event details.

Hypothesis 2b (Warning and the Misinformation Recognition)  Exposure to a valid 
retrospective misinformation warning will reduce the incorrect recognition of misin-
formation as original event information.

Third, warnings of misinformation are expected to taint all information that is 
associated with the news article. Therefore, misinformation warnings, even when 
completely invalid (in the case where no misinformation is in the post-event descrip-
tion), should lead individuals to also reject accurate information that is associated 
with the news article and result in reduced memory accuracy compared to individu-
als who are not warned.

Hypothesis 3 (Tainted Truth Effect)  Exposure to an invalid or imprecise retrospective 
misinformation warning will reduce the ability to correctly recognize original event 
details.

Finally, we expect trust to be fundamentally damaged by misinformation warn-
ings. First, when warned of misinformation, individuals should be less trusting of 
their own memory and feel more uncertain about their responses. Second, warnings 
of misinformation should erode trust in the origins of the information and should 
lead people to view the news source as less credible.

Hypothesis 4a (Warning and Information Uncertainty)  Exposure to a misinforma-
tion warning will increase memory uncertainty.

Hypothesis 4b (Perceived Credibility)  Exposure to a misinformation warning will 
reduce the perceived credibility of the post-event description that is targeted by the 
warning.

We find evidence that retrospective, invalid misinformation warnings taint news 
and lead individuals to view the news as less credible. Increased skepticism pro-
duced by invalid misinformation warnings leads individuals to discard informa-
tion that was in fact accurate, as predicted by the tainted truth hypothesis, and these 
invalid warnings are also associated with more memory uncertainty. In addition to 
the tainted truth effect, we find valid warnings help people reject misleading infor-
mation, but we do not find that individuals are able to fully overcome the effect of 
misinformation and remember all of the correct information. Our findings generally 
align with the few studies that have previously examined this topic. However, our 
use of a diverse subject pool and political context reveals more muted effects and 
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insights into the influence of misinformation warnings on memory, memory uncer-
tainty, and the perceived credibility of news that has been discounted by misinfor-
mation warnings.

Post‑event Misinformation

Misinformation is broadly defined as “false or misleading information” (Lazer et al. 
2018, p. 1094). Terms such as disinformation, fake or false news, and post-event 
misinformation refer to specific types of misinformation.5 Disinformation is misin-
formation that is intentionally produced and spread to deceive people (Lazer et al. 
2018; Wardle and Derakhshan 2017).6 Often classified as a type of disinforma-
tion, fake or false news is fabricated information that assumes the guise of tradi-
tional news media but only in form, eschewing the organizational process or intent 
designed to produce accurate and credible information (Lazer et  al. 2018; Wardle 
2017, p. 1094). Finally, post-event misinformation is false information in the specific 
case where individuals have direct experience with an event but are later presented 
with misleading information about that original event. The post-event misinforma-
tion effect occurs when information inconsistent with an event and originating from 
another source enters an observer’s recollection of that event (Szpitalak and Polczyk 
2011, p. 140). While all types of misinformation are important to understand, our 
research focuses specifically on post-event misinformation in the context of political 
news to explore how retrospective warnings moderate post-event misinformation’s 
effect on memory.

Historically, social cognition researchers have studied the post-event misinfor-
mation effect for the purpose of understanding eyewitness testimonies and criminal 
trials (e.g., Wyler and Oswald 2016). However, the post-event approach to misin-
formation can also be applied to political information and communication. While 
most of the political information received by the average individual is reprocessed 
through intermediaries (e.g., acquaintances, political elites, or media and journalistic 
sources), individuals often have existing knowledge of or experience with many of 
these reprocessed political events or issues. For example, people may watch a presi-
dential debate and then read or watch commentary that summarizes and expands 
upon the debate.

Similarly, with the rise of video streaming and sharing on social media platforms, 
people can experience a political event almost directly and then later encounter the 
same event reprocessed through a post-event description, such as a news article. 
Moreover, the pluralistic nature of political communication often results in people 

5  With the politicization of the term “fake news,” some scholars and organizations prefer to use the term 
“false news” (Lazer et al. 2018; Wardle and Derakhshan 2017; Tandoc Jr. et al. 2018). We use the terms 
interchangeably in this article.
6  Tucker et al. (2018) define disinformation as encompassing an even wider range of information types 
found online including “fake news,” rumors, factual information that is purposely misleading, inadvert-
ently incorrect information, politically slanted information, and “hyperpartisan” news. We prefer a more 
precise terminology that separates purposive from inadvertent deception.
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seeing multiple presentations of the same event, roughly mirroring the original event 
and post-event description paradigm. Whether the result of calculation or error, any 
reprocessing of information increases the likelihood that the information will be 
biased and misleading, thus opening individuals to the misinformation effect in the 
realm of political information.

Hundreds of studies over several decades have tackled the topic of the post-event 
misinformation effect (Ayers and Reder 1998; Blank and Launay 2014; Loftus 
2005). In the 1970s, Elizabeth Loftus and colleagues were among the first to explore 
how eyewitness stories could be distorted by suggestive forensic interview practices 
(Loftus 1975; Loftus et al. 1978). Loftus et al. (1978) discovered that exposing peo-
ple to misinformation about an event they had previously witnessed altered their 
ability to recognize details from the original event. This finding, referred to as the 
misinformation effect, was replicated in many studies under a wide range of con-
ditions (for reviews see Ayers and Reder 1998; Chrobak and Zaragoza 2013; Lof-
tus 2005; Frenda et al. 2011). Generally, a three-stage paradigm is used to investi-
gate the misinformation effect. Participants are first shown an original event, then 
exposed to misleading information, and finally have their memory of the original 
event assessed, through either recognition or recall memory tests.

Misinformation Warnings and the Tainted Truth Effect

A subset of research on the misinformation effect explores whether the negative 
effects of misinformation on memory can be reversed, or at least minimized (e.g., 
Blank and Launay 2014; Chambers and Zaragoza 2001; Christiaansen and Ochalek 
1983; Eakin et  al. 2003; Echterhoff et  al. 2005; Ecker et  al. 2010; Wright 1993). 
For example, one of the earliest studies on the effects of misinformation warnings 
conducted by Dodd and Bradshaw (1980) found identifying the source of the mis-
information as biased dramatically reduced the effect of misleading information on 
eyewitness memory. In the field of political science, a related body of literature also 
scrutinizes the causes, implications, and difficulty of countering political misinfor-
mation for topics, including the 2010 health care reform (Berinsky 2015; Nyhan 
2010); climate change (van der Linden et al. 2017); campaign advertisements and 
political candidates (Amazeen et al. 2018; Cappella and Jamieson 1994; Pfau and 
Louden 1994; Thorson 2016; Wintersieck et al. 2018); political news (Clayton et al. 
2019); and governmental policies, actions, and politically relevant data (Pennycook 
et al. 2018; Weeks 2015).7 Under some conditions, warnings of misinformation can 
help individuals counter the effects of misinformation on attitudes and memory, 
but the corrections are often only partial, with long-lasting negative effects on trust 
(Cook and Lewandowsky 2011; Huang 2015; Lewandowsky et al. 2012; Nyhan and 
Reifler 2012). Warnings may even produce a boomerang or backfire effect and lead 
to misinformation becoming more deeply entrenched in memory when corrections 

7  See Flynn et al. (2017); Tucker et al. (2018) for a more comprehensive review of political misinforma-
tion research.
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conflict with personal worldview or ideology (Nyhan and Reifler 2010). In a meta-
analysis of 25 studies on retrospective warnings and post-event misinformation, 
Blank and Launay (2014) found retrospective warnings were only somewhat effec-
tive, on average reducing the post-event misinformation effect by half.

In addition to imperfectly counteracting misperceptions, misinformation warn-
ings can produce other, often unintended, consequences. Although few in number, 
some studies outside of political science have investigated how misinformation 
warnings can extend beyond the intended target of misinformation and negatively 
influence surrounding information and memories. For example, Greene et  al. 
(1982) discovered participants who were warned that post-event information came 
from an untrustworthy source were less likely to recognize events that were cor-
rectly described in the post-event description, compared to a no warning condition. 
Similarly, Meade and Roediger (2002) found warnings of an unreliable co-witness 
reduced recall of correct items reported by the co-witness.

Green et al. (1982) and Meade and Roediger (2002) noted the negative effects of 
warnings on memory, but these findings were not the primary focus of their research. 
Drawing on the research of Greene et al. (1982) and Meade and Roediger (2002), 
Echterhoff et al. (2007) deliberately began to study misinformation warnings’ poten-
tially adverse influence on correct memories, which they defined as the tainted truth 
effect. They found that when warned about misinformation, participants were less 
likely to recognize events that were accurately described in a post-event description, 
especially when the items were somewhat peripheral or difficult to remember.

In their investigation of the tainted truth effect, Echterhoff et al. (2007) consid-
ered various proposed mechanisms that could drive the misinformation and tainted 
truth effects.8 Echterhoff et al. argued that under certain circumstances, misinforma-
tion warnings will reduce the ability to remember original events because warned 
individuals are more likely to monitor information from a source that has been dis-
credited by a warning. Increased skepticism leads any information that is associated 
with the untrustworthy source to be tainted and rejected in retrospect, regardless of 
whether it is true or false. We also propose that retrospective warnings fundamen-
tally alter how people reconstruct memory. In the absence of misinformation warn-
ings, individuals should naturally rely more on post-event descriptions of an event 
as they are more recent and accessible (Wyler and Oswald 2016; Zaller 1992). How-
ever, when these post-event descriptions become tainted by misinformation warn-
ings, individuals will feel more uncertainty and engage in a memory reconstruction 
process that discounts and rejects more recent data that comes from the post-event 
description, including both misinformation and accurate information.

8  See Loftus (1975) for the initial memory impairment theory that theorized original event detail 
memory as being overwritten by misinformation. Other proposed mechanisms developed as subsequent 
research found the misinformation effect could be reduced through non-informative warnings (e.g., 
Blank and Launay 2014; Belli and Loftus 1996; Hell et al. 1988, Loftus 1991; Mazzoni and Vannucci 
2007; McCloskey and Zaragoza 1985; Zaragoza et al. 2006). More recent proposed mechanisms model 
memory as a reconstruction process. When memory is assessed, a variety of construction strategies may 
be used, many of which are subject to different cognitive biases (Mazzoni and Vannucci 2007; Wyler and 
Oswald 2016).
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Only a few studies on the tainted truth effect emerged after the initial formal 
consideration of the phenomenon by Echterhoff et al. (2007). In a series of related 
experiments, Szpitalak and Polczyk (2010, 2011, 2012) drew on Polish high school 
and university student subject pools to replicate and test the misinformation and the 
tainted truth effects in the contexts of a radio debate on education reform and a his-
torical lecture on Christopher Columbus. Clayton et al. (2019) also recently identi-
fied the need for further research on the tainted truth effect in the area of political 
misinformation warnings. While the tainted truth effect was not the central hypoth-
esis motivating their research, Clayton et al. (2019) found general warnings shown 
to participants before they read a set of headlines reduced the credibility of both 
truthful and untruthful headlines.

Our experiment contributes to the relatively understudied topic of the tainted 
truth effect by replicating and extending Szpitalak and Polczyk’s (2011) study of 
misinformation, retrospective warnings of misinformation, and memory. Figure  1 
illustrates a flow chart of the experimental design employed by Szpitalak and Pol-
czyk (2011) to investigate the tainted truth effect. In Szpitalak and Polczyk’s study, 
participants experienced an event (audio lecture on Christopher Columbus’ expedi-
tion), read a description of the event following a lapse in time, and were tested on 
their memory of the original event.9 Within this general design, participants were 
exposed to two main experimental manipulations: the first manipulation varied the 
content of the post-event description, and the second varied the presence of a retro-
spective warning of misinformation.

While all participants observed the exact same original event, the informational 
content of the written post-event description differed across three experimental 
description conditions. In the Control Condition, the post-event description was a 
vague summary of the original event with no review of the specific facts on which 
they were later tested. In the Information Condition, the post-event description 
provided an accurate review of precise facts seen in the original event that were 
also included in the final memory test. Finally, in the Misinformation Condition, 
the same set of detailed facts were presented to the participant in the post-event 
description, but a proportion of these facts were changed so they no longer accu-
rately described the original event. The final manipulation altered whether a warning 
of misinformation followed the post-event description (Warning Condition and No 
Warning Condition).

Methods

Our study replicates the study design of Szpitalak and Polczyk (2011) but expands 
upon their research by examining the misinformation effect and post-warnings in 
the context of political news and testing the experiment through an online survey 
experiment with a more diverse subject pool.

9  Although the results are applied to forensic science, the actual content examined was historical in 
nature.
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Participants

Our online survey experiment was conducted from April 26 to 28, 2017 among adult 
U.S. participants recruited through Amazon Mechanical Turk (MTurk).10 While the 
MTurk user population is not a representative sample of U.S. citizens, there is ample 
research suggesting it is a viable setting for survey experiments (Berinsky et  al. 
2012; Casler et al. 2013; Coppock 2018; Horton et al. 2011; Mullinix et al. 2015), 
and it is at least more diverse than the traditional experimental subject pool based 
on college students (Buhrmester et  al. 2011).The sample of 434 participants used 
in our analyses is relatively diverse and comparable to the U.S. population (median 
age group is 35–54), although the sample we use is significantly more female (65% 
female) and more educated (52.1% have a bachelor’s degree or greater).11

Procedure

To reduce respondent confirmation bias, the study was presented to participants 
under a cover story of “Color and Memory” (Podsakoff et  al. 2012). Participants 
were told the purpose of the research was to “advance our understanding of the role 
of color in processing video material.” Following brief instructions, participants 
were presented with the original event, a four minute CSPAN video recording of 
three U.S. House Representatives giving short speeches on the repeal of the Afford-
able Care Act, the UN resolution condemning Jewish settlement of the West Bank, 
and on the opening of the New York City subway.12 These one-minute speeches 

10  In order to be eligible for the study, MTurk workers had to use a U.S. IP address, be over the age of 
18, have a 95% or high approval rating for previous MTurk projects (HITs), and completed at least 50 
other projects via Mturk. On April 26, 2017, eighty-three individuals participated in our study for a com-
pensation of $.30 per subject. Realizing we underestimated the study’s completion time, the compensa-
tion was raised to $.50 per subject the next two days while the study was open. Our substantive results 
remain when participation date/compensation amount is included as a control variable in the respective 
models.
11  One difficulty of conducting experiments through online surveys is ensuring that participants actually 
receive the experimental treatments. Anticipating a degree of technical problems and insufficient expo-
sure to experimental materials, our study measured both the technical experience of participants and time 
they spent on critical materials. A total of 549 participants entered the study, but 115 participants were 
dropped due to non-response or insufficient exposure to the main experimental treatments. Three par-
ticipants entered the study but then exited immediately after reading the initial instructions, sixty-nine 
participants had technical problems viewing or did not view the entire video containing the original event 
materials, and forty-three people spent only ten seconds or less reading the post-event description. While 
these individuals cannot be included in the analysis, their failure to participate could introduce selec-
tion bias if they would have responded differently to the information and warning manipulations. The 
excluded participants did differ significantly from those who remained in the sample. Excluded partici-
pants were more likely to be younger males who had graduated from college but who had a lower need 
for cognition, read the news fewer days in a week, and knew less about politics. A more detailed analysis 
of the excluded participants and comparisons between age, education, and gender characteristics for the 
sample and census populations can be found in the supplementary information Tables SI-1–SI-3.
12  The three January 4, 2017 one-minute U.S. House floor speeches for Representatives Bustos (D-Illi-
nois, 17th District), Poe (R-Texas 2nd District) and Maloney (D-New York, 12th District) can be viewed 
here: https​://www.c-span.org/video​/stand​alone​/?c4666​248. For the full transcripts and more information 
on the original event materials, see the online supplementary information.

https://www.c-span.org/video/standalone/?c4666248
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were selected because they covered a range of political issues (health care, foreign 
policy, and a regional infrastructure issue) presented by congressional members of 
both parties. To create a buffer period between the original event and post-event 
description, participants were asked to answer a set of 22 unrelated questions about 
their personal political positions and other basic demographic information after they 
viewed the video.

Participants were then randomly assigned to one of six conditions: a post-event 
description condition was crossed with exposure to a retrospective misinformation 
warning condition in a 3 × 2 between-subjects design (three description conditions: 
Control, Misinformation, Information by two warning conditions: No Warning, 
Misinformation Warning). Following the buffer period, participants were randomly 
exposed to one of three possible post-event descriptions (fabricated news articles) 
that had the same basic format but differed slightly in their content. In the Control 
Condition, the news article provided only a vague description of the original event/
CSPAN video. In the Information Condition, specific facts from the floor speeches 
were inserted into the news article. In the Misinformation Condition, a subset of 
the specific facts was altered so the details no longer correctly reflected the origi-
nal CSPAN video content. Each news article was formatted to look like a real arti-
cle with a vague but plausible source: Jane Ross, a staff member the Globe. See 
the online supplementary materials for the entire news article transcript used in the 
description conditions.

Only a subset, rather than all facts, were manipulated in the Misinformation Con-
dition to ensure the misinformation treatment was subtle and unlikely to lead people 
to reject the misinformation without any specific warning. After reading the news 
article, people were randomly assigned to one of two conditions. In the Warning 

Event

(e.g., video)

Post-Event

Description

(e.g., article)

Time buffer  

Control

No Information

Treatment 1

Information

Treatment 2

Misinformation

Warning

(invalid)

No 

Warning

Assessment of 

Original Event 

Recognition

Warning

(invalid)
Warning

(valid)

No 

Warning

No 

Warning

Fig. 1   Overview of Szpitalak and Polczyk’s (2011) experimental approach
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Condition, participants saw a misinformation warning, “warning: some of the infor-
mation presented in the news article you read was inaccurate.”13 Participants in the 
No Warning Condition did not receive this warning. All survey questions and treat-
ment materials are available in the online supplementary information.

After exposure to the post-event description and warning experimental materi-
als, participants completed a recognition memory test of the 20 facts that were 
drawn from the CSPAN clip and described in the treatment conditions’ news article. 
Eleven of the 20 factual questions corresponded to the 11 experimental facts that 
were altered to be misleading in the Misinformation Condition. The other 9 ques-
tions asked about the 9 fixed facts that were held constant in the news articles across 
all description conditions.

In the memory test, participants were asked to identify which one of four response 
options corresponded most closely to the information seen in the CSPAN video clip. 
Each question provided the accurate response option, two inaccurate options, and a 
“none of the answers are correct” option.14 For the 11 experimental fact questions, 
one of the inaccurate options was the misinformation seen by participants in the 
Misinformation Condition. Following the memory test, participants were asked to 
rate the credibility of both the CSPAN video clip (original event) and the news arti-
cle (post-event description) using an 11-item credibility measure. The full question 
and response wording and study material details can be found in the supplementary 
information.

Measures and Design‑Specific Expectations

The primary dependent variable examined in this study is memory score: the ability 
to recognize information seen in the video (original event). Original event recogni-
tion memory scores are calculated as the percentage of test questions for which the 
participant correctly identified the response that corresponded to the original event 
information. Memory scores for both the 9 fixed fact subset and 11 experimental 
fact subset were calculated.

In alignment with the expectations of Szpitalak and Polczyk (2011), we antic-
ipate that exposure to misinformation should lower memory score.15 However, 
when respondents view accurate information in the news article, their ability to 
recognize the accurate information from the video should increase.16 To inves-
tigate the effect of the news article on memory, we only consider respondents in 

13  The word “warning” was presented in red font to help draw the readers’ attention.
14  The presentation order of questions and response options was randomized.
15  This expectation applies only to the experimental subset memory scores which correspond to the sub-
set of details that were manipulated to be misleading in the Misinformation Condition.
16  In the Information Condition, all news article details were accurate and the corresponding memory 
scores measured for both the fixed and experimental subset reflect exposure to accurate information. For 
respondents in the Misinformation Condition, the fixed fact subset news article details also correctly 
reflected the original video details. Therefore, the expectation that accurate information will improve 
memory score can also be considered for the fixed subset memory scores of individuals in the Misinfor-
mation Condition.
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conditions without any misinformation warnings. Memory scores of respondents 
in the treatment conditions are compared to the memory scores of respondents in 
the Control Condition who only read vague post-event description news article. 
Formally, these expectations constitute the following two hypotheses as applied 
to our particular experimental design and measures:

Hypothesis 1a (Misinformation Effect)  Exposure to misleading information in the 
post-event description news article is expected to reduce memory recognition of the 
original event video details: Memory scores (experimental fact subset) are expected 
to be lower in the Misinformation & No Warning Condition compared to the Con-
trol & No Warning Condition.

Hypothesis 1b (Information Effect)  Exposure to accurate information in the post-
event description news article is expected to increase the memory recognition of the 
original event video details: Memory scores (experimental and fixed fact subset) are 
expected to be higher in the Information & No Warning Condition compared to the 
Control & No Warning Condition. Memory scores (fixed fact subset) are expected to 
be higher in the Misinformation & No Warning Condition compared to the Control 
& No Warning Condition.

Assuming misinformation negatively affects memory score, we also expect warn-
ings of misinformation will improve original event memory as warned individuals 
try and reject misleading information. First, memory scores should be higher for 
respondents who were exposed to misleading information in the news article and 
then later presented with a misinformation warning. Second, these more valid warn-
ings of misinformation should also reduce the selection of the memory test response 
option that corresponds to the misleading information they were shown. The misin-
formation score is the percentage of experimental facts questions for which the par-
ticipant selected the answer that corresponds with the misleading fact shown in the 
news article rather than the accurate information that was presented in the CSPAN 
video. If warnings make it easier to discard inaccurate information, respondents 
receiving valid warnings should have lower misinformation scores than individuals 
receiving the misinformation condition but no warning.

Hypothesis 2a (Warning and the Memory Performance)  Exposure to a valid ret-
rospective misinformation warning will increase the ability to correctly recognize 
original event details: Memory scores (experimental subset) are expected to be 
higher in the Misinformation & Warning Condition compared to the scores in the 
Misinformation & No Warning Condition.

Hypothesis 2b (Warning and the Misinformation Recognition)  Exposure to a valid 
retrospective misinformation warning will reduce the incorrect recognition of mis-
information as original event information: Misinformation scores (experimental sub-
set) are expected to be lower in the Misinformation & Warning Condition compared 
to the scores in the Misinformation & No Warning Condition.
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Because we expect misinformation warnings can contaminate accurate infor-
mation, warnings should lead to the tainted truth effect even when they are inva-
lid and no misinformation is present in the news article. When individuals are 
warned of misinformation, we anticipate worse memory scores as accurate infor-
mation is rejected.

Given the design and fact subset structure of our study, the tainted truth effect 
hypothesis can be examined from multiple angles. Specifically, the tainted truth 
effect hypothesis logically leads us to test how misinformation warnings moder-
ate all three components of the Information Effect considered in Hypothesis 1b. 
In the Information Condition, the post-event description is completely accurate, 
so the warning is invalid for both the fixed and experimental memory score sub-
sets. In the Misinformation Condition, the warnings, while valid given the pres-
ence of misinformation, are still not completely valid due to their general, impre-
cise wording and potential for spillover. Therefore, the fixed facts (i.e., accurate 
information) have the potential to be tainted by the misinformation warning and 
rejected by respondents. A decrease in the memory score for the experimental 
fact subset (Information Condition) or the fixed fact subset (Information and Mis-
information Conditions) will provide evidence that biased and inefficient warn-
ings make it more difficult for respondents to recognize accurate information.

Hypothesis 3 (Tainted Truth Effect)  Exposure to an invalid retrospective misinfor-
mation warning will reduce the ability to correctly recognize original event details: 
Memory scores (experimental and fixed subset) are expected to be lower in the 
Information & Warning Condition compared to the scores in the Information & No 
Warning Condition. Memory scores (fixed subset) are expected to be lower in the 
Misinformation & Warning Condition compared to the scores in the Misinformation 
& No Warning Condition.

While warnings aim to enable people to discard misinformation and correctly 
recognize original event material, warnings of misinformation may simply lead 
people to feel more uncertain about their memories. Specifically, people who are 
exposed to misinformation warnings may gravitate toward the response option, 
“none of the answers are correct,” as they deal with more recognition confusion. 
An uncertainty score is calculated as the percent of the experimental and fixed 
fact subsets for which the participant selected the “none of the answers are cor-
rect” option. If warnings caused individuals to feel more confused and uncer-
tain about their memory, we should see larger uncertainty scores in the Warning 
Conditions relative to the No Warning Conditions for all fact subsets and in all 
conditions.

Hypothesis 4a (Warning and Information Uncertainty)  Exposure to a misinforma-
tion warning will increase memory uncertainty: Uncertainty scores (i.e., frequencies 
of selecting the “none of the answers are correct” response option) are expected to 
be higher in the Warning Conditions compared to the No Warning Conditions in all 
post-event description conditions.
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Finally, participants were asked to evaluate how well eleven adjectives described 
the news article on a five-point Likert scale from “Not very well” to “Extremely 
well.” A credibility score was calculated as the average of a participant’s response 
to these eleven items (believable, accurate, trustworthy, biased [reverse coded], reli-
able, authoritative, honest, valuable, informative, professional, interesting). Even 
when the news article’s source is not specifically mentioned in the misinformation 
warning, we expect participants to hold the source responsible for the veracity of the 
information. Warnings are expected to always reduce the perceived credibility of the 
news article (Hypothesis 4b).17

Hypothesis 4b (Perceived Credibility)  Exposure to a misinformation warning will 
reduce the perceived credibility of the post-event description that is targeted by the 
warning: News article credibility scores are expected to be lower in the Warning 
Conditions compared to the No Warning Conditions in all post-event description 
conditions.

The tainted truth and warning effect expectations are critically tied to how misin-
formation warnings alter perceptions of the source. All information associated with 
a source connected to misinformation allegations become tainted, leading to the 
possibility that accurate information will be cast out with the false.

Results

Before formally testing each hypothesis, it is useful to consider the size of the treat-
ment effects through summary statistics broken down by experimental condition 
for each relevant variable. Figure 2 shows the average memory scores within each 
description and warning condition for both the fixed and experimental subsets.18 In 
the Control Conditions, the average participant is able to correctly recognize 59% of 
the original event items for both fixed and experimental question subsets shown in 
panels a and b. In panel b of Fig. 2, we see, on average, people who read mislead-
ing information in the news article only recognize 46% of the experimental sub-
set’s memory questions. This negative effect of misinformation on memory is also 
reflected in misinformation scores as shown in Fig. 3. On average, individuals who 
were exposed to misinformation but not warned about it incorrectly reported the 
misleading information as what they had seen in the original event video for 33% 
of the experimental subset questions (compared to 18% for people in the pure con-
trol condition). The valid warning of misinformation does seem to improve memory 
but only slightly, with the experimental subset mean memory score for people in 
the Warning & Misinformation Condition increasing to 52% (from 46% in the No 

17  The credibility of the original event CSPAN video was also measured and the index calculated. We 
do not expect the original event credibility to be significantly different over the description and warning 
conditions.
18  Complete descriptive statistic for all measures are available in the online supplementary information.
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Warning & Misinformation Condition) and the misinformation score decreasing to 
25% (from 33%).

Conversely, exposure to accurate information in the news article boosts recogni-
tion memory. When people are exposed to accurate information in a news article 
(e.g., the memory scores for fixed experimental subsets in the Information Condition 
and fixed subset for the Misinformation Condition), average memory score jumps to 
around 72–76%. However, in these cases where the information in the news article 
was correct, subsequent warnings that there was misleading information in the news 
article suppress the memory scores down to 68–70%. This downward move in mem-
ory performance aligns with the expected direction of the tainted truth hypothesis, 
but the shift is marginal and the informed but warned memory scores are still higher 
than the 59% accuracy obtained in the Control Condition. At first glance, it looks 
like warnings of misinformation do not completely eradicate the benefits of accurate 
post-event information.

To formally test whether information, misinformation, and warnings of misinfor-
mation move memory in the expected directions, we interact warning and descrip-
tion condition indicators in three OLS regression models for the fixed and experi-
mental memory score subset dependent variables. The first three models in Table 1 
present the estimates used to test our three main hypotheses. In these models, par-
ticipants in the Control & No Warning Condition serve as the baseline comparison 
group. Consistent with Hypothesis 1a, misinformation exposure reduces recognition 
accuracy as seen in the negative effect of misinformation on memory score in Model 
1 (βmisinformation =  − 12.98, se = 3.14, p < 0.001) and positive effect on misinformation 
score in Model 3 (βmisinformation = 14.61, se = 2.25, p < 0.001). Hypothesis 1b, the pre-
diction that accurate information in the news article increases original event recogni-
tion memory, is also supported by the positive and significant effect of information 
on memory score in Model 1 (βinformation = 15.94, se = 3.11, p < 0.001) and Model 2 
(βinformation = 16.94, se = 3.44, p < 0.01).

The insignificant interaction terms in Models 1–3 of Table 1 reveal that the effects 
of warning on memory in the Information and Misinformation Conditions are not 
significantly different from the null effect found in the Control Condition.19 How-
ever, while the warning effects in the Information and Misinformation Conditions 
are not statistically different from the effect established in the Control Condition, 
warning effects do emerge within the post-event description treatment conditions.

Columns 1–3 of Table 2 present the marginal effects of warning on memory and 
misinformation scores calculated from the estimates of Table 1. The marginal effects 
of warning on memory and misinformation scores are visually displayed in Fig. 4. 
The effects of valid warnings on memory performance (Hypothesis 2a) and misin-
formation endorsement (Hypothesis 2b) are visible in the green/triangular treatment 

19  Because there is no information to discard in the Control Condition where the news article offered 
only a vague description of the video, we did not expect the misinformation warning to alter memory 
scores in the Control Condition. However, it is possible that warning could heighten attention and thus 
improve the quality of memory reconstruction. This possibility that warnings affect memory through 
increased attentiveness does not hold in the data. Being warned about misinformation does not signifi-
cantly alter memory performance (as seen in the insignificant βwarning in Models 1 and 2) or misinfor-
mation memory (Model 3) for people in the Control Condition.
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marginal estimates. We see in the right panel of Fig. 4, compared to participants in 
the misinformation condition who received no warning, those who were warned that 
they had been exposed to misleading information in the news article were signifi-
cantly less likely to select the misleading information ( �warning + �misinformation×warning 
= − 7.90, se = 2.32, p < 0.01).20 However, rejection of misinformation does not fully 

Fig. 2   Average memory score by condition

Fig. 3   Average misinformation score by condition, experimental subset

20  While the insignificant interaction term in Model 3 of Table 1 ( �misinformation×warning = -5.43, se = 3.26, 
p = 0.10) suggests this negative effect of warning on misinformation endorsement is not significantly dif-
ferent from the null effect of warning found in the Control Condition, the marginal effect of warning in 
the Misinformation Condition is significantly different from the null effect of warning found in the Infor-
mation Condition ( �information×warning−�misinformation×warning = 6.68, se = 3.23, p = 0.04).
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translate to correct identification of original event information. A complete cor-
rection would require a 13 point change to bring the memory score up to the level 
found in the control conditions (see Table SI-5 in the supplementary information for 
memory scores across the conditions). Our results find that while warned individu-
als reject the news article misinformation, they still struggle to remember the correct 
details they saw earlier in the video. On the left panel of Fig.  4, we see memory 
scores for individuals exposed to misleading information and then warned improve 
only 6 percentage points. This is consistent with Blank and Launay’s (2014) finding 
that retrospective warnings usually only reduce the post-event misinformation effect 
by half. Even though the correction effect is not quite significant at the 0.05 level, it 
is positive and substantively large, indicating participants seek to counter misinfor-
mation when they have been alerted to its presence ( �warning + �misinformation×warning = 
6.00, se = 3.23, p = 0.06).21 These results suggest that misinformation may have a 
more persistent influence on memory as correction attempts often fall short.

The effects of invalid warnings and tests of the tainted truth effect (Hypoth-
esis 3) are presented in the left and middle panels of Fig.  4 by the blue/square 
symbols that plot the marginal effects of warning on memory score. Of the three 

Fig. 4   Marginal effect of warning on memory by description condition

21  Just as we should be cautious about over-interpreting 0.04 < p < 0.05, we should not over-inter-
pret a p = 0.06 in light of the substantively large findings. Additionally, the insignificant interac-
tion term in Model 1 of Table  1 ( �misinformation×warning = -5.16, se = 4.54, p = 0.26) suggests this posi-
tive effect of warning on memory is not significantly different from the null effect of warning found 
in the Control Condition, but the positive marginal effect of warning in the Misinformation Condi-
tion is significantly different from the negative effect of warning found in the Information Condition 
( �information×warning−�misinformation×warning = -10.91, se = 4.50, p = 0.01). The treatment conditions’ marginal 
effects of warning on memory as displayed in the left panel of Fig. 4 are not different from the Control, 
but they are different from each other.
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possible tests of the tainted truth effect, a significant finding only emerges for 
the fixed fact subset for individuals in the Information Condition (middle panel; 
( �warning + �misinformation×warning = − 8.39, se = 3.46, p = 0.02). For these same indi-
viduals in the Information Condition, warnings still suppress memory score for the 
experimental fact subset, but the effect size is not large enough to reach statistical 
significance ( �warning + �misinformation×warning= − 4.91, se = 3.13, p = 0.12).22 Similarly, 
participants in the Misinformation Condition are more likely to reject the valid infor-
mation (fixed fact subset) when they are warned of misinformation, but the size of 
rejection is too small to be significantly different from those people in the No Warn-
ing & Misinformation Condition ( �warning + �misinformation×warning= − 4.35, se = 3.57, 
p = 0.22).23

The final aspect of memory responses that our experimental design and data 
allows us to examine is uncertainty. Figure 5 presents the average uncertainty scores 
over the six conditions. Contrary to our expectations in Hypothesis 4a, warnings of 
misinformation do not appear to consistently alter uncertainty. Uncertainty increases 
slightly in all warning conditions, but warnings only significantly alter uncertainty in 
the Information Condition. When the information in the news article is completely 
correct as is found in the Information Condition, participants appear more confident 
in their memory compared to those who are informed but then exposed to an invalid 
warning. Informed and not warned individuals select the “none of the answers are 
correct” option for only around 7% of the questions, but when warned this number 
rises to 15%.

Models 4 and 5 in Table  1 estimate the effect of information, misinformation, 
and warnings on uncertainty scores. The corresponding marginal effects of warn-
ings are presented in columns 4 and 5 in Table 2 and graphically displayed Fig. 6. 
In both models 4 and 5 of Table 1, while the level of uncertainty in the No Warning 
& Information Condition is significantly different from the uncertainty in the No 
Warning & Control Condition for both experimental (βinformation =  − 5.64, se = 2, 23, 
p = 0.012) and fixed (βinformation =  − 6.11, se = 2.36, p = 0.01) fact subsets, the upward 
shift in uncertainty produced by warnings is not significantly different from that 
found in the Control Condition (exp: βinformation × warning = 5.35, se = 3.20, p = 0.094; 

22  The insignificant interaction terms in Model 2 of Table  1 ( �misinformation×warning = −    3.77, se = 5.01, 
p = 0.45) and ( �information×warning = − 7.83, se = 4.94, p = 0.11) suggest this negative effect of warning on 
memory (fixed subset) is not significantly different from the null effect of warning found in the Control 
Condition. If the warnings lead to accurate information being rejected, we would expect to see a negative 
effect of warning on fixed subset memory in both of the Description treatment conditions. As expected, 
the negative effect of warning is not significantly different between the Misinformation and Information 
Conditions ( �information×warning−�misinformation×warning = − 4.05, se = 4.97, p = 0.42).
23  While these multiple tests allow us to consider the tainted truth effect in different aspects of the 
design, as noted by Gelman and Stern (2006), these tests do not identify whether the differences between 
the tests are significant. Even though only one test reached statistical significance, their collective align-
ment in direction and substance builds a stronger case for the tainted truth effect. Also, the tainted truth 
effect remains statistically significant in a comparison of warned and not warned respondents in the 
Information Condition when fixed and experimental subsets are combined to create an overall memory 
score.
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fixed: βinformation × warning = 4.50, se = 3.39, p = 0.185).24 However, as shown by the 
marginal effect estimates in Fig. 6, within the Information Condition, warnings sig-
nificantly move the uncertainty score around 7 percentage points. In the absence 
of warning, individuals presented with an accurate news article in the Information 
Condition were more likely to be certain about their memory compared to those in 
the Control or Misinformation Conditions. But once exposed to a misinformation 
warning, individuals doubt their memory and response uncertainty jumps to average 
levels seen in the other condition.

Having considered all possible aspects of memory as influenced by information, 
misinformation, and misinformation warnings, we now turn to the primary mecha-
nism proposed by Echterhoff et al. (2007): source monitoring. The rejection of mis-
information, rejection of accurate information, and increase in memory uncertainty 
occur as general warnings taint all information, good and bad, that people associate 
with the allegedly misleading source. And, as seen in panel b in Fig. 7, average lev-
els of the news article’s credibility clearly decrease under warning conditions for all 
information conditions. For example, in the condition where the news article should 
have the most credibility (No Warning & Information Condition), we see the article 
has the same average credibility score as the CSPAN video displayed in panel b. 
Furthermore, as expected since the video content was held constant across all condi-
tions, the credibility of the video does not significantly change across the conditions 
(See Model 6 of Table 1 and marginal effects in column 6 of Table 2).

In contrast to their perceptions of the video, respondents’ perceptions of the news 
article credibility do significantly respond to the experimental treatments. Looking 
at the estimated effect of warning in Model 7 of Table 1, we see that a misinforma-
tion warning leads individuals in the Control Condition to view the news article as 
0.59 points less credible (out of five points). The insignificant warning and descrip-
tion conditions interactions reveals that the significant negative effect of the misin-
formation warning on article credibility found in the Control Condition also occurs 
in the Information and Misinformation Conditions.

It is important to note that while warnings did reduce the credibility of the 
news article in all conditions, the news article credibility is not completely identi-
cal across all the baseline (No Warning) description conditions. The accurate news 
article in the No Warning & Information Condition is significantly more cred-
ible than the misleading article in the No Warning & Misinformation Condition 
( �information − �misinformation = 0.43, se = 0.15, p = 0.004). Participants were probably 
somewhat aware of the misinformation even without being exposed to a retrospec-
tive warning. While our design sought to keep the misleading information subtle 
by changing only a subset (the experimental facts) to be false, the lower levels of 
credibility in the unwarned Misinformation Conditions suggests the manipulation 
might have not been subtle enough. Even though overall credibility is significantly 

24  The positive marginal effect of warning on uncertainty in the Information Condition is also not sig-
nificantly different from the marginal effect in the Misinformation Condition; exp: βinformation × warning 
− βimisnformation × warning = 4.71, se = 3.22, p = 0.14; fixed: βinformation × warning− βimisnformation × warning = 5.09, 
se = 3.41, p = 0.14.
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higher in the Information Condition compared to the Misinformation Condition, 
within each description condition the warnings still produced significant drops, as 
seen in the statistically significant marginal effects of warning presented in column 7 
of Table 2 and in the right panel of Fig. 8.25

Discussion

Our research replicates the relatively unexplored tainted truth effect and provides 
useful insights into how efforts to prevent misinformation can have unintended and 
negative consequences for memory. We find that invalid misinformation warnings 
can damage source credibility and cause people to reject accurate information that 
is associated with the tainted source. Warnings of misinformation can also cause 
people to feel more uncertain about their memory, especially when they were in fact 
not exposed to any information and the warnings are completely invalid. While valid 
warnings of misinformation enable people to reject false information, misdirected 
and imprecise warnings may counter the positive influence of misinformation warn-
ings on memory.

In addition to extending the tainted truth effect to the domain of political commu-
nication, our research also provides an interesting launching point for exploring the 
complexity of invalid warnings of political misinformation. In a February 19, 2019 
Twitter post, President Donald Trump alleged the existence of invalid misinforma-
tion warnings by saying: “The Washington Post is a Fact Checker only for Demo-
crats. For Republicans, and for your all time favorite President, it is a Fake Fact 
Checker!” Although this reasoning may feel as though we are being pulled down 
the rabbit hole with Alice, it does broach several interesting questions: can misin-
formation warnings be countered and how does political and ideological congruence 
with the sources moderate these attempts? A recent public opinion study identified 
Republicans as more likely than Democrats to say fact-checking efforts by news 
organizations favor one side (Walker and Gottfried 2019). If the source of a misin-
formation warning is perceived as less credible, does it alter the effect of warnings 
and potential tainted truth effects? Our study begins to address the varied potential 
effects of misinformation warnings and we suggest this is a topic of inquiry ripe for 
exploration.

One clear practical implication for political psychology that stems from our 
tainted truth effect research is the recognition that misinformation warnings may 
have a dark side as they can lead people to feel more uncertain about, less trust-
ing of, and more likely to reject accurate information. If invalid misinformation 
warnings have the potential to impede political knowledge, we need to more 
clearly identify what constitutes an invalid warning and when spillover effects are 

25  The negative marginal effect of warning on news credibility does not differ significantly between 
any of the Description Conditions as is seen in the insignificant interaction terms in Model 7 of Table 1 
and the insignificant linear combination test that compares the interaction terms: βinformationXwarning—
βimisnformationXwarning = 0.25, se = 0.21, p = 0.24,
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likely to occur. The quality of misinformation warnings needs to become a part 
of the dialogue surrounding investigation of misinformation in the realm of poli-
tics. Just as there has been an explosion of fact-checking organizations in the past 
decade as misinformation has become more salient, there may be a demand for 
comparable efforts that enhance the integrity of valid fact-checkers. In line with 
this is the need for further research on trust of fact-checking organizations and 

Fig. 6   Marginal effect of warning for memory uncertainty by description condition

Fig. 7   Average credibility of original event (video) and post-event description (article) by condition
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other sources of misinformation warnings to better understand when misinforma-
tion may be more or less effective.

Several design choices made in our study could also be revisited in subsequent 
research. First, the original event and post-event description form and content may 
influence how information is processed and whether the tainted truth effect is ampli-
fied or minimized. In the study conducted by Szpitalak and Polczyk (2011), par-
ticipants experienced the original event information in audio form while the post-
event description was read. Our study presented a video original event and written 
post-event description. In the field of social cognition, misinformation has been 
introduced through various forms including direct personal interaction, written, and, 
sometimes, audio. When misinformation encounters are classified as direct (e.g., 
face-to-face, co-witness, social) versus indirect (e.g., written reports, non-social), 
Blank et al. (2013) found no clear difference in misinformation retention in the area 
of eyewitness reports. However, these findings may not hold in the area of warning 
effects and political communication. For example, warnings of misinformation may 
be less likely to taint good information if the post-event description comes in the 
form of a written news article compared to a radio or television news program if 
information is encoded more strongly through reading versus listening or watching.

Second, careful considerations of the type of (mis)information accepted or 
rejected in the face of retrospective warnings should be addressed in future stud-
ies of the tainted truth effect. While our design sought to incorporate a wide 
range of political topics including health care, foreign policy, and distributive 
politics, the facts used in the memory test were mostly novel and moderately 
peripheral. We chose to test recognition memory of these details for several 
reasons. First, details were relatively obscure (e.g., how many jobs a new sub-
way generated), thus minimizing the likelihood participants would have prior 
exposure and heterogeneous ability to remember them (Pennycook et al. 2018). 
Second, we chose to examine memory of moderately peripheral information to 

Fig. 8   Marginal effects of warning on source credibility by description conditions
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minimize the likelihood of participants independently identifying our misinfor-
mation manipulations in the post-event description. However, the lower source 
credibility in the No Warning Misinformation Condition compared to the No 
Warning Information Condition leads us to doubt whether our details and misin-
formation manipulations were peripheral enough.

Furthermore, how easy or difficult it to remember information can alter the 
power of a warning. For very difficult, or peripheral, misinformation details 
where no memory exits, individuals engage in “best-guess” strategies in recog-
nition memory tests and warnings make no difference (Wyler and Oswald 2016). 
On the other hand, when the information is very easy to remember, retrospec-
tive warnings may also have little influence as individuals are able to identify 
and correct for the misinformation at the time of exposure (Putnam et al. 2017). 
The misinformation effect and impact of subsequent warnings tend to be largest 
for moderately peripheral information. For details that are somewhat difficult to 
remember, misinformation is often undetected and recognition tasks are more 
prone to recency or familiarity bias which warnings can later mitigate (Wyler 
and Oswald 2016).

Our findings may have been muted because we chose to examine information 
that was too memorable or too peripheral. Table SI-4 in the online supplemen-
tary information suggests most items were only moderately difficult and the dif-
ficulty for the experimental and fixed subsets similar, but further research could 
specifically examine the effect of information difficulty and the tainted truth 
effect. Future extensions of our research could also examine how ideological 
congruence with either the original event information, source of the post-event 
description, or source of the retrospective warning alters the tainted truth effect. 
While the warnings in our study came from the researcher (warning source was 
not clearly specified), it would be interesting to see if motivated reasoning alters 
the tainted truth effect if Trump or some other source presents the misinforma-
tion warnings.

While we were able to test this effect on a sample that was reasonably diverse, 
our results may be limited by the substantial number of participants we had to 
exclude due to insufficient exposure to our experimental manipulations. Future 
research using a nationally representative sample and an experimental design 
that reduces attrition may reveal different effect sizes. Finally, our design exam-
ined recognition memory within a relatively short experiment. Participants took 
16 min on average to complete the study. While the inclusion of a set of unre-
lated questions after the original event provided some buffer period between the 
original event and post-event description, a design that considers the tainted 
truth effect over longer time intervals between the original event, post-event 
description, warning, and memory test could shed greater understanding of the 
cognitive processes underlying the tainted truth effect. Altering the format of 
the memory test could also help provide more understanding of foundational 
mechanisms. For example, changing the memory test to forced choice and add-
ing an additional question that measures memory uncertainty could identify the 
whether or not correction attempts are produced by confusion or enlightenment.
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Conclusion

One of the basic assumptions of a well-functioning democracy is the presence 
of an educated and well-informed citizenry (Lewandowsky et al. 2012). At face 
value, misinformation threatens democratic proceedings if it can influence and 
shape public opinion and social decisions. Consequently, numerous studies and 
efforts have emerged to identify and counteract the effects of misinformation in 
journalistic settings and broader areas of political communication. Our research 
takes a step back from this fundamental problem to consider whether the efforts 
to combat misinformation in themselves may have negative side effects.

Our research replicates the tainted truth effect and extends it to the area of 
political news. Our findings cast much needed light on this phenomenon that has 
gathered only a little attention in the field of social cognition and even less in 
the area of political news and communication. Drawing on a relatively diverse 
sample, we reproduce the general results of prior studies of misinformation and 
warnings. We find clear evidence that post-event descriptions of prior events 
shape memory. When original events are twisted by misinformation in a subse-
quent news article, people are more likely to recognize the false information as 
the original event data and less likely to identify the correct facts. Conversely, 
exposure to a news article that provides an accurate retelling of an event expe-
rienced earlier boosts individuals’ abilities to correctly remember original event 
items. When these news articles are then followed by statements warning indi-
viduals that the news articles contained some misleading information, we find 
several interesting developments in recognition memory. Although people try to 
correct for the misinformation, these efforts are often inadequate. Valid warnings 
lead people to try and discard the false data seen in the news article, but they still 
struggle to correctly remember the original event details.

Warnings of misinformation potentially hold other negative consequences 
for an informed citizenry. When the allegations of misinformation in the news 
article are invalid, people reject the accurate information, leading to the tainted 
truth effect. False warnings of misinformation reduce the credibility of legitimate 
news, decrease acceptance of useful news data, increase memory uncertainty, and 
impede original event memory. However, these negative effects of misinforma-
tion warnings on memory are constrained as the decrease is substantively small. 
We find the tainted truth effect does not completely erode the positive benefits of 
factual news on memory.

Our research finds that both valid and invalid retrospective warnings reduce 
news credibility and alter how news information is processed. Given the poten-
tial for misinformation warnings to impede the credibility and acceptance of real 
news, more attention and research on the tainted truth effect and other unfore-
seen negative consequences of general warnings of misinformation is needed. We 
join (Clayton et al. 2019) and others’ recommendations that fact-checkers, news 
media, and political elites tread carefully when deploying general allegations and 
warnings of fake news and misinformation. While misinformation warnings are 
critical in combatting the negative effects of misinformation, it is important to 
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be cognizant of the many possible spillover effects from general warnings which 
may unintentionally damage real news institutions that support critical demo-
cratic processes.
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